
The age of information overload presents 
important implications for data privacy that 

are increasingly evident in eDiscovery and inter-
nal investigation practices, where the associated 
data collections now evidence characteristics of 
traditional big data,1 including related size and 
complexity hurdles that challenge traditional data 
processing models. Big data analytics are progres-
sively used in eDiscovery and internal investiga-
tions to manage cost and effi  ciency and return 

analysis simply unavailable in years past. But big 
data also presents challenges in terms of abso-
lute volume and additional elements of velocity, 
variety, and variability. Each of these elements in 
turn increases the potential amount of personally 
identifi able information (PII) within a dataset, 
and when operating in concert, can magnify data 
privacy concerns.

These concerns will not upend the current prac-
tice and the increasing trend of using big data for 
eDiscovery and investigative processes, as a num-
ber of “class actions and other lawsuits typically 
invoke statistical sampling”2 and other matters use 
“statistical and qualitative analysis, in conjunction 
with explanatory and predictive  models”3 as core 
components to practice. The use of these data 
sets and attendant analytics will instead continue 
to grow, and as analytics become more sophisti-
cated and eDiscovery and investigative datas-
ets (the Collections) become bigger and richer, 
there is an increasing danger that unsecure big data 
analytics will unwittingly—or intentionally—
unveil PII. This article introduces legal and infor-
mation governance practitioners to a new breed 
of algorithmic techniques and evaluates whether 
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the application of these techniques is suffi  cient to miti-
gate the danger of PII disclosure. A resounding “maybe” 
is the conclusion, and even that depends upon practi-
tioner decision-making on the front end of the process. 
As this article explains, there is no mathematical lapis 
philosophorum4 waiting in the wings, but there are tools 
and practices that can help mitigate these new concerns.

As mentioned above, Collections, once indexed and 
refi ned, form databases of unstructured (and, less fre-
quently but still importantly, structured5) data sources, 
where admittedly arbitrary defi nitions of “big cases” 
may “start at three million” documents and range to 
“hundreds of millions” for just one client.6 The authors 
of this article considered these Collections “big data” 
by virtue of their size and complexity, but there are 
 additional wrinkles to these data sets. By their very 
operation, Collections are overbroad,7 and in addition 
to the breadth of Collections generally, certain types of 
early case assessment Collections also involve an investi-
gation of the data before litigation even begins. This may 
implicate “data privacy issues when [the practitioner] is 
basically on an early fi shing expedition.”8 These data 
privacy concerns apply to both the original  collectors of 
the data as well as the parties to whom the Collections 
are provided.

In addition to the breadth of 
Collections generally, certain types of 
early case assessment Collections also 
involve an investigation of the data 
before litigation even begins.

Concerns associated with “protecting privacy and 
confi dentiality in computer network data collections” 
have been discussed in other disciplines,9 but these 
discussions are generally focused on only one type 
of data analysis. In practices applied to Collections, 
however, data analytics may be applied in any (or all) 
of the following stages:  (1)  collection; (2) processing; 
(3) cleansing; (4) integration and analysis; (5) refi nement 
of original intent purposes; (6) review and revision; and 
(7) production.10 Impacts on data privacy exist at each 
stage, including the disclosure or unmasking of PII. 
Further issues can arise through the sometimes ad hoc 
nature of the Collection process, such as storing all the 
“crown jewels” in one place, leaving these enriched data 
sources less protected than they would be otherwise 
segregated within the organization. These additional 
issues are beyond the scope of this article. Instead, the 
article focuses on the implications of big data analytics 
on Collections that may impact privacy. And because 

one particular method—the use of Diff erential Privacy 
(or DifP) techniques—was posited as the industry 
“gold standard” for data privacy,11 the article examines 
whether the application of DifP could save practitioners 
from themselves when confronting and utilizing these 
types of big data collections.

Data Privacy as a Factor of 
Collection Analysis

There is no debate that these big data Collections 
are being used—and are increasingly being used—
within the practice of law. Some note that present-day 
practitioners must “understand … when to marshal 
big data analytics to build a case” and that “data auto-
matically generated by social media applications and 
mobile devices constitute a potential treasure trove of 
evidence.”12 Others state that the use of technology-
assisted review “uses algorithms in much the same way 
that Amazon can off er you selections based on what 
you’ve bought in the past.”13 The promise is that fur-
ther integrations of technology and data, such as data 
extraction, may lead practitioners “beyond simple 
pattern-matching” and into providing “the ability to 
make inferences based on a set of rules.”14

These Collections also give rise to new data privacy 
concerns. More benign considerations of PII may cen-
ter on the ability to distinguish, identify, trace, or link 
information about an individual,15 and to subsequently 
“nudge” them or infl uence their behavior.16 However, 
the types of legal-based analysis that focus on the “types 
of data that are commonly used for authenticating an 
individual, as opposed to those that violate privacy, that 
is, reveal some sensitive information about an individ-
ual”17 may be more concerning. The loss of PII may 
include identity theft; embarrassment; blackmail; a loss 
of public trust; legal liability; and/or remediation costs.18 
More extrapolated examples include perpetuating dis-
criminatory practices; individualized uses of health 
information; and predictive policing.19 These may also 
extend to the problems of “aggregate information” 
which, while it “gets less attention than the problem 
of protecting individual records … is most relevant to 
business data where aggregates refl ect diff erent kinds of 
business secrets.”20 Finally, all of these considerations are 
underscored by the real issue of whether or not the data 
relied upon is valid. Issues related to “data accuracy and 
integrity”21 permeate and inform each and every data 
release concern.

In short, the unintentional dissemination of PII and 
related and extended other secrets—through the opera-
tion of a Collection—can cause real problems. And 
that this may occur is unsurprising given present-day 
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enriched data sets as well as the technology-assisted 
review tools that “can quickly analyze millions of docu-
ments for subtle patterns”22 and provide insights never 
before available to practitioners. However, most gen-
eral legal discussions do not incorporate a consideration 
of how applied technology within the practice of law 
impacts privacy23—and specifi cally, how the increasing 
data sizes associated with data collections, including those 
within the scope of eDiscovery or similar investigations, 
need to address the implications of removing PII or the 
related ability to piece PII together. Other times, the data 
privacy concerns might center only on the location of 
the data and the manner in which it is collected. Still 
another issue associated with legal collections of data is 
that even “simpler” approaches, where the release of only 
“aggregate” information, those statements about large 
groups of people, seems like a facially workable measure. 
However, “even this approach is susceptible to breaches 
of privacy,”24 and these collections may be manipulated 
to operate in a diametrically opposed way.

Privacy Considerations Applied 
in Legal Practice

Legal practitioners have recognized that data privacy 
is among the considerations at play in eDiscovery, where 
“professionals are [expected to be] familiar with local 
data transfer and privacy rules, state secrecy laws and 
other local requirements aff ecting international foren-
sic data analytics.”25 There is even some scholarship on 
how US litigators can navigate US discovery rules in 
the face of EU and other foreign data privacy statutes.26 
These considerations may “focus solely on the types of 
data that are commonly used for authenticating an indi-
vidual, as opposed to those that  violate privacy, that is, 
reveal some sensitive information about an individual.”27 
This discussion is focused on the latter.

The discovery process is not a bar to the production 
of information that may contain privacy information; 
indeed, in litigation, courts routinely, by order, “require 
production, where necessary, of records that refl ect med-
ical treatment, sometimes with the identities of the actors 
redacted.”28 This extends as well to instances in which 
“a health care provider may disclose protected medi-
cal information in response to a discovery request”29 
as long as “reasonable eff orts have been made by such 
party to secure a qualifi ed protective order.”30 The same 
holds true for the application of the Gramm-Leach-
Bliley Act.31

There are some eff orts put forth toward recogniz-
ing that data privacy comes in diff erent categories or 
“confi dentiality impact levels.”32 Traditional methods 
to ensure privacy include, tokenization, redactions33 

of the data,34 or other types of de-identifi cation mea-
sures that remove enough data such that “the remaining 
information does not identify an individual and there 
is no reasonable basis to believe that the information 
can be used to identify an individual.”35 These consid-
erations may also include the more traditional means of 
obtaining protective orders36 and/or fi ling under seal.37 
Despite the operation of these mechanisms, this may 
leave the issues associated with Big Data in the aggre-
gate untouched, and some commentators have noted 
that the “versatility and power of re-identifi cation algo-
rithms imply that terms such as ‘personally identifi able’ 
and ‘quasi-identifi er’ simply have no technical meaning” 
and, while “some attributes may be uniquely identifying 
on their own, any attribute can be identifying in combination 
with others.”38

Technology-Assisted Review and 
Privacy-Preserving Data Analysis 
in eDiscovery

While there has been signifi cant discussion around 
the application of technology-assisted review in eDis-
covery,39 much less attention has been paid to pro-
posed methods by which modern technologies and 
big data analytics can preserve—or obliterate—privacy 
in the context of eDiscovery. Even less focus has 
been directed toward the growing concern of linkage 
attacks40 where the processed datasets may still expose 
PII even if the manner by which it does so is not 
immediately evident to the entity collecting the data 
or even in instances where data collections have been 
otherwise sanitized.41 This may be a concern for those 
large datasets used in legal, regulatory, or other inves-
tigative collections.

Less focus has been directed toward 
the growing concern of linkage attacks 
where the processed datasets may still 
expose PII even if the manner by which 
it does so is not immediately evident to 
the entity collecting the data or even in 
instances where data collections have 
been otherwise sanitized.

Accepting that these concerns may not have per-
colated into legal practitioners’ considerations, within 
other areas of study, the “problem of privacy-preserving 
data analysis has a long history spanning multiple dis-
ciplines.”42 These techniques include “generalizing the 
data” or making it less precise, in some cases by grouping 
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continuous values; “suppressing the data” by deleting 
entire records or certain parts of records; “introduc-
ing noise into the data” by adding small variations into 
selected data; “swapping the data” where the administra-
tor exchanges certain data fi elds of one record with the 
same data fi elds of another similar record (e.g., swapping 
the ZIP codes of two records); and “replacing data with 
the average value” or replacing a selected value of data 
with the average value for the entire group of data.43 

Despite the application of these techniques among 
privacy practitioners, there is still skepticism that 
these generalized techniques of “de-identifying” 
records with sensitive individual data “by removing 
or modifying PII” are nothing more than a whitewash 
of legitimate and unaddressed privacy concerns, and 
are “increasingly meaningless as the amount and vari-
ety of publicly available information about individu-
als grows exponentially.”44 There is also the issue of 
data integrity and the degree of reliance practitioners 
may affi  x to these data sets after these techniques have 
been utilized. This is especially true with respect to 
big data, whereby “combining the use of these data 
sets with predictive analytics, Big Data can dramati-
cally increase the amount of related data that may be 
considered private”45 and the “process can predict 
highly intimate information, even if none of the indi-
vidual pieces of data could be defi ned as PII.”46 DifP 
is another widely-used big data privacy preservation 
method. It is a method enabling analysts to extract 
useful answers from databases containing personal 
information while off ering strong individual privacy 
protections.47

In order to address these concerns in the context 
of eDiscovery, the authors of this article considered 
fi rst whether it was possible to defi ne a mathemati-
cally rigorous defi nition of privacy48 and, in doing so, 
also considered the use of artifi cial intelligence (AI) 
and mathematical algorithms to automate data privacy 
information culling.49,50,51 This investigation, which 
evaluated the methods by which the protection of PII 
in large datasets has been addressed in other disciplines, 
led the authors to consider the application of DifP.

A Consideration of Differential Privacy
DifP has been alternatively presented as the mecha-

nism by which society may give “researchers access to 
vast repositories of personal data while meeting a high 
standard for privacy protection”52 or as “a computa-
tionally rich class of algorithms” that satisfi es a “robust, 
meaningful, and mathematically rigorous defi nition of 
privacy.”53 In application, it attempts to do “two impor-
tant things at once … First, it defi nes a measure of pri-
vacy, or rather, a measure of disclosure—the opposite 

of privacy. And second, it allows data producers to set 
the bounds of how much disclosure they will allow”54 
in a given set of database queries. DifP in action, the 
authors discovered, is an attempt to address “the paradox 
of learning nothing about an individual while learning 
useful information about a population”55 which may 
have implications in litigation that relies upon statisti-
cal analysis, such as “pattern and practice” employment 
discrimination class action cases.56

DifP operates according to a basic 
framework where the DifP algorithm 
employed operates to mask the value 
of any specific record within the data.

DifP operates according to a basic framework where 
the DifP algorithm employed operates to mask the 
value of any specifi c record within the data. When 
employed, and if the records are independent, changes 
to any specifi c record within the data will not materi-
ally impact the eff ect of the DifP algorithm’s output as 
applied to a query, even if the viewer has access to both 
the output of the algorithm and the values of the rest 
of the records. However, if records are not independent, 
the viewer may determine the value of certain records 
given (again) the output of the algorithm and the values 
of the rest of the records.

The literature presented a number of additional con-
siderations associated with the operation of DifP, includ-
ing:  (1) data cannot be fully anonymized and remain 
useful (this was reiterated time and time again); (2) the 
re-identifi cation of anonymized records or linkage attacks 
are not the only risks;57 (3) queries over large sets are not 
protective; (4) query auditing is problematic; (5) summary 
statistics are not “safe;” (6) there is an inherent danger in 
“ordinary facts;” and (7) not all datasets are “typical.”58 In 
contrast to the basic framework above, these additional 
considerations do not embody one particular algorithm 
that is a DifP operator; instead, DifP functions as “a math-
ematical guarantee that can be satisfi ed by an algorithm 
that releases statistical information on a data set. Many 
diff erent algorithms satisfy the defi nition.”59

One such DifP application considered is “Puff erfi sh,” a 
Framework for Mathematical Privacy Defi nitions.60 The 
authors thought this framework might suff er in application 
to legal, regulatory, or investigatory collections because it 
requires a set of potential secrets, or “an explicit specifi cation 
of what [the administrator] would like to protect”61; how-
ever, in application, each “secret” may, in fact, be the value 
of a given record, and Puff erfi sh operates to protect the 
value of every record. The authors considered an additional 
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challenge to be, within this application and within a set of 
expectations centered on protections of privacy in the way 
people expect when records are independent, the authors’ 
note that:  “privacy defi nitions that can provide privacy 
guarantees without making any assumptions provide little 
utility beyond the default approach of releasing nothing 
at all.”62 This set of expectations is among the limitations 
of DifP application within the context of eDiscovery and 
related investigatory activity. Instead of viewing data points 
and records as singular instances brought together for sta-
tistical analysis, eDiscovery practices aim to measure “rich-
ness” of relatedness or relevance within the dataset, where 
interrelatedness is at least a by-product of a well-selected 
review set.63

Not only does DifP require knowledge 
about the secrets it wishes to protect, 
its very operation lends itself against 
the “needle in a haystack” approach 
required in much (but not all) of 
eDiscovery and related investigatory 
activity.

This constraint joins the cautions provided by cur-
rent literature, and at least one author argues that “dif-
ferential privacy’s strict and infl exible promises force 
a data producer to select from two choices: either to 
obliterate the data’s utility or give up on the type of 
privacy that diff erential privacy promises.”64 In contrast, 
however, other academics note that DifP is still under 
development and also note that, in the application of 
Puff erfi sh and for the application of DifP generally, at 
this time its use requires an expert “to make assump-
tions explicit” such that the “domain expert needs to 
specify the potential secrets and discriminative pairs”65 
or determine which DifP algorithm may provide mean-
ingful utility.

Not only does DifP require knowledge about the 
secrets it wishes to protect, its very operation lends itself 
against the “needle in a haystack” approach required in 
much (but not all) of eDiscovery and related investiga-
tory activity.66 In point of fact, “[f]or a query system to 
satisfy diff erential privacy, the system must add noise that 
ensures it only returns results such that the disclosure for 
everybody stays within certain predetermined bounds.”67 
This highlights the diffi  culty of applying considerations of 
DifP within the databases that are geared toward the dis-
covery of specifi c facts:  “[a]ll database query systems serve 
the purpose of providing reasonably accurate information. 
Research results are the raison d’être for the query system 
in the fi rst place. Inaccurate responses can be useless.”68

The authors followed up by reaching out within the 
academic community associated with the algorithms 
that would support the application of DifP to determine 
if our considered application was valid. There were sig-
nifi cant critiques levied against the application of DifP, 
with one commenter responding that current research 
recognizes that the use of “as is” outputs from DifP 
algorithms is not the best strategy, and additional statis-
tical processing is needed to improve results.69 Others 
voiced stronger concerns, stating that, while DifP was 
championed “as a practical solution to the competing 
interests in research and confi dentiality” and poised for 
adoption as “the gold standard for data privacy,” such 
adoption “would be a disastrous mistake.”70 But that 
could not be the end of the story; while DifP would 
clearly not solve all issues associated with unintentional 
disclosures of PII, perhaps it could appropriately address 
considerations of those class actions and other lawsuits 
that typically invoke statistical sampling noted above. 
Here, the literature cautioned users of DifP algorithms 
that the tool at hand must fi t the purpose for which it 
is utilized; that is, “the limitations of a particular diff er-
entially private algorithm don’t necessarily apply to all 
diff erentially private algorithms.”71 This is further evi-
dence that DifP—and the algorithms that implement it 
as a concept—may be applicable, and even warranted, 
but appropriate implementation is necessary to confi rm 
that it is operating as intended, and that there are no 
practitioner misunderstandings about what DifP does 
not do as part of its protections of PII within Collections.

Conclusion
DifP is not a stand-alone solution for the privacy 

considerations that attend eDiscovery and investigation 
of big data sets. However, its consideration will abso-
lutely add value, if carefully and appropriately applied, 
in those instances where issues associated with class 
actions and other lawsuits that typically invoke statistical 
sampling arise. In fact, DifP may be uniquely suited for 
application to just those instances, in which the amount 
of data that would be at issue is so immense, by virtue of 
a putative class, to provide real insights into data without 
the time and eff ort required to fi rst (attempt to) sanitize 
the data prior to the analysis. These eff orts might benefi t 
from the “auditor” type approach, where an administra-
tor would “audit the sequence of queries and responses, 
with the goal of interdicting any response if, in light of 
the history, answering the current query would com-
promise privacy.”72 While some attacks related to the 
operational challenges of certain DifP algorithms some-
times center on unlimited queries against databases, this 
type of Collection would have very diff erent purposes. 
Interrogatories and document requests are by their very 
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nature limited; queries run against Collections, even 
those hosted in opposing or third-party available data 
rooms, could be limited in much the same way. In that 
instance, the auditor could examine (1)  the suggested 
DifP algorithm(s); (2) the manner in which the DifP 
algorithm was utilized; and (3) the output prior to pro-
duction or utilization by an opposing or third party.

As far as addressing PII concerns more generally, 
there seem to be no absolute technological solutions 
represented in the literature at this time, even though 
academics note that DifP is among the best available 
tools, and that “this line of investigation—in diff eren-
tial privacy and in no other approach to private data 
analysis” allows researchers “to maintain a quantitative 
measure of the cumulative privacy loss suff ered by an 
individual in a given database.”73  

However, a data-centric approach and use of analytics 
can pre-identify potential privacy issues beyond rule-based 
analysis and (1) reduce collection/processing of non-
relevant private information (and narrowing the scope of 
the discovery period74); and (2) better identify the private 
information or potentially private information in existing 
in data sets. These components of privacy by design75,76 

also underpin good data practices generally, where as a 
general rule, organizations “should minimize the use, col-
lection, and retention of PII to what is strictly necessary 
to accomplish their business purpose and mission.”77

The recognition that technology changes over time is 
also ensconced in advice regarding the application of big 
data generally, where “[p]olicies and regulation … should 
not embed particular technological solutions, but rather 
should be stated in terms of intended outcomes [to] avoid 
falling behind the technology.”78 This was a consistent 
refrain, with commentators noting that with Big Data 
concerns, “a fl exible model based more on values and less 
on specifi c procedures will be more likely to endure over 
time.”79 Therefore, practitioners should consider DifP in 
applicable instances (of which there may be more in the 
future) but should start with the basic underpinnings of 
privacy by design at the inception of these types of proj-
ects and seek to limit the types of data collected. 

Further, when designing privacy by design measures, 
practitioners should also actively consider incorporating 
considerations of protective orders, redaction, tokeniza-
tion, anonymization, data “swaps” and suppression tech-
niques, and other creative measures to shield PII. While 
these solutions seem to fall well short of perfection, in 
the event of a disclosure of PII, courts and regulatory 
bodies may look to the behavior of the practitioners and 
whatever demonstrable actions those practitioners took. 
In short, perfection should not be the enemy of good 
preventative measures, and an admonition to do one’s 
best is the best takeaway the current literature provides.
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