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AI is not going to replace physicians, but physicians who use AI are going to replace physicians who don’t, and that may be the cautionary tale  
---Dr. Keith Horvath  

[1] James “Jim” Corrigan returned home following a stressful day at work with a headache that only increased in intensity as time elapsed. He laid down, but the room started to spin and his vision blurred. Sensing that something was wrong, he went to the emergency room and was greeted by a waiting area filled with others seeking medical attention. Jim was summoned by a nurse who asked various questions that she read from a screen. His answers produced a computer response indicating that he may be having a stroke and needed a computerized tomography (CT) scan. The patient was immediately transported to radiology, and the CT scan was performed. Twenty seconds later, a computer indicated that Jim had an ischemic stroke and notified the attending physician that the patient needed a tissue plasminogen activator to dissolve the blood clot and restore blood flow to the brain. The appropriate action was initiated, and the patient made a prompt and successful recovery.

[2] This scenario is not a script from a science fiction movie, but rather a representation of how the use of artificial intelligence (AI) is advancing medical care. Through the use of technology similar to that which is used
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2 This is a fictitious case.

in self-driving cars, artificial intelligence powers health care software that diagnoses a wide range of medical problems, from diabetic retinopathy to skin cancer.\(^4\)

I. BACKGROUND

More than 145 million emergency room (hereinafter “ER”) visits occur annually in the United States.\(^6\) It is becoming increasingly common for ER facilities to treat older patients and patients in need of urgent care, yet these facilities are suffering from a shortage of available physicians.\(^7\) At the same time, health care is expanding, requiring more expensive technical tools amid an unsustainable upward trend in costs and expenditures.\(^8\) A partial solution to these challenges may be available from a creative resource: artificial intelligence. These “smart apps” and tools can lower ER patient loads “while increasing diagnostic speed, precision and accuracy.”\(^9\)

It is highly unlikely that healthcare providers will be digitally displaced, but


\(^7\) Id.

\(^8\) Id.

\(^9\) Id.
AI will gradually ease the day-to-day weariness, lethargy, and delay of reviewing patient charts. It will also allow physicians to concentrate on the most challenging matters.

[4] Health care providers are increasingly relying on artificial intelligence to serve the medical needs of their patients. In fact, “approximately 86% of health care providers utilize at least one form of artificial intelligence in their practices.” However, such uses generate risk since not all conceivable outcomes utilizing this technology are foreseeable. Unfortunately, the implications for tort liability are unsettled since both the technology and its deployment are still developing. This article will provide a historical background of artificial intelligence, list its uses in health care, and conclude with a discussion of the unique legal issues presented by the application of artificial intelligence in medicine.

II. ARTIFICIAL INTELLIGENCE

[5] Artificial intelligence refers to hardware and software applications that permit computers “to determine relationships between datasets and apply the learned relationships in a predictive fashion.” The technology is
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modeled after the brain’s neural network.\textsuperscript{16} It employs many kinds of data such as “algorithms, pattern matching, rules, deep learning and cognitive computing” to discover how to comprehend the information.\textsuperscript{17} This process is similar to that employed by the lawyer who handles several whiplash claims, developing intuition and comprehension applicable to like cases in the future.\textsuperscript{18} Following six decades of development, AI\textsuperscript{19} applications have become pervasive in all walks of life.\textsuperscript{20} This growth has caused “both excitement and trepidation” concerning its possible influences in most undertakings.\textsuperscript{21} AI has been labeled the “fourth industrial revolution” with life-changing repercussions.\textsuperscript{22} It is commonly recognized as “a field of study that combines computer science, engineering and related disciplines

\textsuperscript{16} See id.


\textsuperscript{18} See Moulik et al., supra note 15 (describing analogous process used by a medical trainee).

\textsuperscript{19} Difference between Artificial intelligence and Machine learning, JAVA T POINT, https://www.javatpoint.com/difference-between-artificial-intelligence-and-machine-learning [https://perma.cc/3GJA-VGEE] (explaining that artificial intelligence allows a machine to mimic human behavior whereas machine learning is a subdivision of AI which permits a device to automatically learn from prior information without specific programming).


\textsuperscript{21} Id.

\textsuperscript{22} Kathleen Murphy et al., Artificial Intelligence for Good Health: A Scoping Review of the Ethics Literature, 22 BMC MED. ETHICS, no. 14, 1 (2021) (quoting Klaus Schwab, Founder and Executive Chairman, World Economic Forum).
to build machines capable of behaviour that would be said to require intelligence were it to be observed in humans.”

A. How It Works

[6] AI is a subset of computer technology that attempts to comprehend and formulate aptitude, usually as software programs.24 Many elements impact the ability of AI to function and complete its tasks.25 The software must gather the background information about a problem “through sensors or human input.”26 That data is then matched to the accumulated information, and the software interprets the background information based on the previously accumulated information.27 The software considers many possible outcomes, and “predicts which action will be most successful based on the collected information.”28 While this approach generates useful information, it is limited by the confines of the imputed data.29

[7] These systems perform functions previously believed to require human intelligence. They can handle uncertainty, “learning from experience; making predictions; interpreting language in a complex,

23 Id.


25 Id.


27 Id.

28 Id.

29 Id.
contextual manner.”\textsuperscript{30} Some schemes, known as neural networks, are even designed to replicate the human brain but at a much faster pace.\textsuperscript{31} These developing types of artificial intelligence can function on a scale that far surpasses our intellectual abilities, releasing untold possibilities to make use of vast collections of data.\textsuperscript{32}

\textsuperscript{[8]} Several tech giants are developing artificial intelligence applications, such as Apple, Amazon, Microsoft, and Facebook.\textsuperscript{33} For instance, IBM has expended very substantial sums of money to foster the growth of artificial reasoning “to health care, retail, banking, and insurance.”\textsuperscript{34} The firm dubbed its creation “IBM Watson.”\textsuperscript{35} As a mechanism to attract publicity to its new creation, the company allowed the device to participate in the television show Jeopardy.\textsuperscript{36} Much to everyone’s surprise, Watson defeated two of the show’s prior champions, demonstrating the computer’s intellectual acumen.\textsuperscript{37}


\textsuperscript{31} Id.

\textsuperscript{32} Id.


\textsuperscript{34} Merritt, \textit{supra} note 30.

\textsuperscript{35} Id.

\textsuperscript{36} Id.

\textsuperscript{37} Id.
B. Current Uses

[9] Artificial intelligence has many applications that influence our daily activities.\(^ {38} \) Navigation apps like Google Maps employ the technology to evaluate traffic movement and provide road navigation cues for drivers.\(^ {39} \) Snapchat and Facebook use AI in their facial recognition technology to identify faces and apply filters to consumer pictures.\(^ {40} \) Digital devices, such as Siri, Alexa, and Google Assistant, can understand human voice directives and take the appropriate action, like turning on the light or raising the temperature.\(^ {41} \) AI has even entered the world of self-driving automobiles by allowing driverless cars to travel to specific locations without human assistance.\(^ {42} \)

[10] These vehicles are guided by an array of information collected by image recognition technology, coupled with artificial intelligence, to operate motor vehicles independently.\(^ {43} \) Self-driving cars depend upon


\(^ {39} \) Id.

\(^ {40} \) Id.

\(^ {41} \) Id.


\(^ {43} \) Id.
hardware and software to operate without a user’s input. The hardware gathers the data; the software systematizes and assembles it. On the software side, the imputed information is usually managed through machine learning algorithms or complex codes assembled using real-world situations. This computer learning is at the forefront of self-driving technology. While this innovation is exciting, it creates an array of novel legal questions that will take years to resolve.

III. ARTIFICIAL INTELLIGENCE IN HEALTHCARE

Society’s “new medical superstar doesn’t wear a stethoscope or wield a scalpel.” Rather, it is software guided by artificial intelligence that can detect critical health issues much faster than its human counterpart. After many years of research and development, AI and machine learning have finally yielded significant advancements in the practice of medicine. Between 2017 and 2019, the Food and Drug Administration (FDA) approved more than forty devices premised upon “algorithms for clinical
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These applications involve improved methods for discovering abnormalities during procedures such as “radiographs, electrocardiograms, or biopsies.” From diagnosing patients to policing drug theft in hospitals, AI has crept into nearly every facet of the health-care system, eclipsing the use of machine intelligence in other industries.

[12] Artificial intelligence-driven technologies are quickly developing and providing answers in the field of clinical medicine. Scientists forecast that by the year 2030, “AI may affect up to 14% of global domestic product with half of this effect coming from improvements in productivity,” and the health care industry will likely be a priority for its implementation. Indeed, “AI will transform healthcare by ‘deriving new and important insights from the vast amount of data generated during the delivery of health care every day.’” AI is currently being used to diagnose conditions such as heart arrhythmias, low blood sugar, tissue pathologies, and abnormalities visible on diagnostic imaging.

[13] Technological advancements permit the creation of a new field in medical care: augmented reality (AR). AR assists the surgeon in planning
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54 Frank Griffin, Artificial Intelligence and Liability in Health Care, 31 Health Matrix 65, 67 (2021) (quoting Robert Challen et. al.).

55 Id. (quoting the US. Food and Drug Admin.).

an operation and resultant treatment and “helps explain complex medical situations to patients and their relatives.” This technique involves the employment of innovative technologies to improve clinical medicine. Augmented reality systems incorporate digital information into the patient’s real-world setting. This technique provides a fresh approach for treatment and instruction in medicine.

[14] The inception of artificial intelligence in medicine is more than 70 years old. However, various restrictions in early applications prohibited extensive approval and use in treatment. This roadblock was solved at the turn of the twenty-first century with “the advent of deep learning,” which

57 Adam Hayes, Augmented Reality, INVESTOPEDIA (Dec. 2, 2020), https://www.investopedia.com/terms/a/augmented-reality.asp [https://perma.cc/3CZ4-S2CA] (explaining that augmented reality is an amplified form of the physical world that is obtained through the employment of digital elements produced by technology).
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63 Id. at 807.

overcame a number of these limitations. 65 Artificial intelligence is now “capable of analyzing complex algorithms and self-learning.” 66 Society is undertaking a new frontier in which technology “can be applied to clinical practice through risk assessment models, improving diagnostic accuracy, and workflow efficiency.” 67 The use of machine and deep learning in healthcare has dramatically increased. 68 This development has produced “opportunities for personalized medicine rather than algorithm-only-based medicine.” 69 The applications are unlimited. AI’s abilities “can be used for diagnosis of diseases, predication of therapeutic response, and potentially preventative medicine in the future.” 70

A. Developments In Medicine

Physicians have grappled with the challenge of properly “balancing the exorbitant amount of patient information with diagnosing disease accurately,” and that struggle has been aggravated by “an overall shortage of clinical support.” 71 However, the growth of AI in medicine allows health care providers to diagnose and treat diseases from a new platform. 72 For

65 Kaul et al., supra note 62, at 807.
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71 Talya Van Embden, Paging Dr. Robot: Applying an Outdated, Regulated Scheme to Robotic Medicine, 43 NOVA L. REV. 387, 398 (2019).
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instance, virtual medical devices “can readily diagnose and track a patient’s health without a doctor present, . . . [and] algorithms . . . can accelerate and assist in drug development,” and robots can be used in “biologicals, genomics, and surgical care.”

[16] IBM became the true pioneer in using computers in the medical field by creating “the first system to truly understand questions posed in natural language and to tap into the entire body of medical knowledge and personal records of a patient to develop a diagnosis or treatment plan” within a few seconds. This system can respond to questions posed by health care providers, recommend diagnoses and treatment plans, and forecast the likelihood of success and medical evidence behind each treatment recommendation. This type of AI is well suited for the medical profession because there is simply too much information for a doctor to have instantly available at any given time. To make matters even more challenging, consider that “the body of medical literature currently doubles every seven years.” A physician cannot be expected to recognize every new development without hesitation. However, these AI-based systems are programmed to offer an answer to a doctor’s medical questions in seconds. The human body has countless variables for health care providers to

73 Id.


75 Id. at 1051.
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concurrently observe.\footnote{Allain, \textit{supra} note 74, at 1054.} AI software is able to oversee an individual’s health and can prescribe a personalized treatment plan founded upon the person’s medical records.\footnote{\textit{Id.}}

[17] Additionally, in this country alone, it is estimated that there are between 210,000 and 400,000 deaths annually attributable to medical errors.\footnote{Tokio Matsuzaki, \textit{Ethical Issues of Artificial Intelligence in Medicine}, 55 \textit{Cal. W.L. Rev.} 255, 257 (2018).} The fact that medical mistakes cause many deaths compels the use of AI in medicine. These deaths are primarily caused by improper diagnoses and improper treatment.\footnote{\textit{Id.}} AI technology can assist in lowering patient deaths attributable to medical mistakes.\footnote{\textit{Id.}}

[18] Errors made during surgery also present a significant issue. A Mayo Clinic study published in 2017 reported that “8.9\% of surgeons reported making a medical error in the preceding three months.”\footnote{\textit{Id.}} Supervised or autonomous operations could shrink this troubling statistic.\footnote{\textit{Id.}} The American Medical Association (AMA) recognized the importance of artificial intelligence in medicine and issued a policy statement on augmented
intelligence. The AMA articulates that its goal is to “[l]everage ongoing engagement in digital health and other priority areas for improving patient outcomes and physician professional satisfaction to help set priorities for health care AI.” The AMA targets opportunities to incorporate physicians’ viewpoints into the enhancement, design, validation, and employment of health care AI, and wants to assist in the design and evaluation of AI by focusing on the best practices, especially for physicians and others on the health care team.

B. Specific Applications

Medical applications of artificial intelligence can be divided into two categories: virtual and physical. The virtual application “includes informatics approaches from deep learning information management to control of health management systems, including electronic health records, and active guidance of physicians in their treatment decisions.” The physical subset involves robots which help with surgeries, intelligent prostheses for disabled individuals, and elderly care. Computers acquire

87 Id.
88 Id.
89 Id.
91 Id. at S36.
92 Id.
the ability to diagnose a patient through two methods: flowcharts or databases.\(^93\) The flowchart-based method involves a host of questions asked by the physician, answers to which the computer synthesizes to reach an impression based upon the symptoms displayed.\(^94\) The flowchart-based method necessitates supplying a large quantity of information into machine-based cloud networks containing the diverse assortment of symptoms and diseases encountered by physicians.\(^95\) This process suffers from a major limitation: the computer can only process the indications observed by the physician during the doctor/patient examination.\(^96\)

[20] Alternatively, the database method applies the advantages of pattern recognition, where the computer is taught to recognize constellations of symptoms through recurring algorithms.\(^97\) Google’s artificial brain project demonstrates this learning process.\(^98\) The Google system taught itself to identify cats by viewing millions of YouTube videos; accuracy increased as the computer observed more videos.\(^99\) Following several days of this viewing and synthesizing, the system could identify an image of a feline with 75% reliability.\(^100\)

\(^93\) Amisha et al., *Overview of Artificial Intelligence in Medicine*, 8 J. FAM. MED. & PRIMARY CARE 2328, 2328 (2019).

\(^94\) Id.

\(^95\) Id.

\(^96\) Id.

\(^97\) Id. at 2329.

\(^98\) Amisha et al., *supra* note 93, at 2329.

\(^99\) Id.

\(^100\) Id.
One of the most well-known medical applications of artificial intelligence is robotic surgery. This form of high-tech surgery permits a physician to undertake a host of intricate operations with greater accuracy and manipulation than is available through traditional methods.\textsuperscript{101} These robotic units are usually equipped with a camera and mechanical arms that wield surgical tools. The physician operates the device while sitting at a specially designed table.\textsuperscript{102} The console is equipped with an enlarged, 3-D view of the operating room.\textsuperscript{103} Common robotic surgeries include gynecologic procedures, prostate surgery, and head and neck operations.\textsuperscript{104}

AI-based algorithms are transforming the way robotic surgery is performed. Using deep machine learning data, the system can appreciate and predict the actions and routines of a physician during a procedure and transform them into instructions for the robot to undertake.\textsuperscript{105} This form of artificial intelligence accumulates information by watching physicians perform repeated operations.\textsuperscript{106} Coupled with the ability to remember the actions of a surgeon, AI helps these robots with deduction and


\textsuperscript{102} Id.

\textsuperscript{103} Id.


\textsuperscript{106} Id.
implementation of cognitive actions like decision making, problem solving, and speech recognition.\textsuperscript{107}

\textsuperscript{23} AI-based algorithms also aid in analyzing scans, detecting cancer, and expediting instrument positioning.\textsuperscript{108} For example, guided by artificial intelligence, the device can automatically remove the deep roots of hair during a hair transplant and properly place them onto a person’s scalp, with the desired force and speed.\textsuperscript{109} AI even allows a cardiac surgeon to make small incisions between the ribs during heart surgery, whereas traditional heart operations would require the breastbone to be split.\textsuperscript{110}

\textbf{C. Use in Emergency Medicine}

\textsuperscript{24} Overcrowding of the emergency department (ED) has been labeled “the biggest impediment to the delivery of timely and adequate emergency care’ worldwide.”\textsuperscript{111} This congestion impedes the ability to obtain emergency attention in the form of ambulance rerouting, increased delays, and increased likelihood of those who are ill departing the facility without getting much-needed medical attention.\textsuperscript{112} Artificial intelligence can substantially influence ED personnel and the larger arena of medical

\textsuperscript{107} Id.
\textsuperscript{108} Id.
\textsuperscript{109} Id.
\textsuperscript{110} Prasad, supra note 105.
\textsuperscript{112} Id.
diagnostics. This department can uniquely benefit from AI because of the software’s capacity to forecast a patient’s prognosis during triage and its elasticity in evaluating multiple patient comorbidities.

[25] However, the ED nonetheless faces unique challenges. The sheer amount of ED patients requires physicians to treat multiple people concurrently, many of whom are suffering from life-threatening conditions. This requires quick access to patient and clinical information for essential acute decision making. Unfortunately, patients are screened in the ED with limited available data, and doctors find themselves weighing the odds for risk stratification and decision making. To make matters worse, an article published in the Annals of Emergency Medicine reported that less than two thirds of emergency medicine doctors are actually trained in emergency medicine, especially in rural areas.

1. Triage

Triage stems from the French term “trier” and was coined during Napoleon’s reign, referring to care for the volume of injured soldiers seen

113 Mandavia, supra note 6.
116 See id.
117 Id.
by a small cadre of overwhelmed physicians. In modern-day medicine, triage is “the ultimate in front line medical care, providing both the medical practitioner and patient with the coordinates they need to ensure that care is provided to the right person, on time.” Triage seeks to target those who need priority care by allocating a specific urgency level based on a patient’s current condition and necessity for care. Time is of the essence in the emergency room, so it is critical to properly categorize patients at this stage, since improper triage can result in devastating harm, and even death.

[27] AI has surfaced as a critical instrument for emergency department triage. The technology supports highly complex algorithms, going beyond simple collections of data. Rather, it combines deep learning, neural networks, and machine learning. The software creates algorithms that can identify the various levels of patient triage so that health care workers can ensure that patients receive the proper care. AI technology could also help to analyze the myriad of information provided,
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122 Geller, supra note 118.

123 Id.

124 Id.
including “the age and sex of the patient, presenting history, complaints, vital signs, what was the mode of transport . . . [and] past medical history.” These systems assist the medical staff in correctly classifying patients so that those most in need of medical care are seen first.

2. Emergency Radiology

[28] The employment of artificial intelligence in emergency radiology can be of great benefit, because it can help make better choices involving the need for medical imaging and selection of imaging modality founded upon an examination of the patient’s records. As noted by Dr. Agrawal, when speaking about the use of AI in emergency radiology, “AI enabled algorithms could play a huge role in reducing radiation doses of CT examinations or reducing scan time for MRI, by using various enhancement and post-processing techniques.”

[29] Diagnostic imaging can also be time sensitive. Traditionally, radiologists learn to examine films for the discovery, classification, and


126 Geller, supra note 118.

127 TELERAD TECH & IMAGE CORE LAB, supra note 125.

128 Id.

monitoring of illnesses.\(^{130}\) Recently, AI has demonstrated noteworthy innovation in image recognition responsibilities. For example, correct stroke supervision requires specific findings on diagnostic imaging. Innovative uses of “automated methods for stroke imaging evaluation is therefore required.”\(^{131}\) AI has shown remarkable improvement in the ability to detect an abnormality in diagnostic studies.\(^{132}\)

[30] Much of the time spent in performing a CT scan is devoted to patient positioning.\(^{133}\) Indeed, poor-quality images can result in the improper reading of the films and poor replication of the studies.\(^{134}\) The ability to rapidly reconstitute the images through AI technology utilization could reduce the scan time, minimize contrast utilization, and offer either improved film quality of the MRI or decrease the amount of contrast needed in CT scans.\(^{135}\) AI-created software fosters enhanced techniques, including the autonomous evaluation of brain function in terms of brain abnormalities such as cerebral bleeding, blockages, or tissue death.\(^{136}\)

3. Other Uses in the Emergency Department

[31] The wait time in an ED can be critical to a patient’s prognosis, yet the CDC estimates that only 35% of those who go to an ED are seen in less

\(^{130}\) Id.

\(^{131}\) Id.

\(^{132}\) Id.

\(^{133}\) Id.

\(^{134}\) Zelenák et al., supra note 129.

\(^{135}\) Id.

\(^{136}\) Id.
than fifteen minutes from when they arrive. The longer a patient waits to be seen at an ED, the higher the death rate. Emergency medicine is also undoubtedly very demanding and challenging; life and death decisions must be made quickly and decisively. Such an exacting environment increases the chance that a mistake is made at some point. AI-assisted care utilizes data-driven decision making to help provide critical care patient assessments and assist in determining which tests to order while the individual is in the ED and which patients can be treated on a non-emergency basis.

Research demonstrates that the majority of AI uses in the emergency department focus on prediction. Studies show that AI technology is superior to traditional determination-making instruments and scoring methods. For instance, AI has proven superior in forecasting the death rates from pneumonia and in ascertaining the danger from fainting. A possible reason for this superior outcome is AI’s capacity to consider many variables at the same time.
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IV. LIMITATIONS OF ARTIFICIAL INTELLIGENCE IN MEDICINE

[33] Artificial intelligence has made great strides in medicine, but human observation is still mandatory.146 Some patients are hesitant to abide by the advice generated by artificial intelligence even when it exceeds physician recommendations.147 They assume that their medical situation is unique and cannot be properly evaluated by artificial intelligence.148 Research demonstrates that when medical advice was presented by AI rather than by a practitioner, patients were less likely to follow those recommendations, and wanted to pay less money for that service.149 They also preferred having a physician perform the services even if it produced a greater chance of a misdiagnosis or an adverse operative result.150

[34] Additional criticism includes the argument that surgical robots “operate logically, as opposed to empathetically.”151 Health care providers are often asked to provide explanations that can help with a medical
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149 Id.
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151 DREXEL UNIV., supra note 146.
impression or prevent medical complications. While an AI algorithm may be able to assign a patient to a specific rehabilitation facility or nursing home, the system may not take a patient’s limited financial resources or other individual preferences into consideration.

[35] Some claim that AI’s limited capacity to perceive a patient’s full medical picture may result in “cold and harsh decisions that devalue human life.” This weakness lead critics to assert that AI is unable to supersede human judgment because medical decisions may require a solution other than the most rational answer to untangle a complicated problem.

V. THE FOOD AND DRUG ADMINISTRATION’S APPROVAL PROCESS

[36] The Food and Drug Administration (FDA) safeguards public health by “ensuring the safety, efficacy, and security of human . . . drugs, biological products, and medical devices.” It is also accountable for approving advancements which make medical products more operational and cost-efficient, while guaranteeing that society acquires precise, science-based information that promotes general health. An important consideration in the FDA regulatory process is “whether an AI system is a
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medical device or a medical service or procedure.”

This determination is essential since the FDA regulates items that are medical devices, while the states supervise the practice of medicine.

[37] Premarket approval (PMA) is the FDA’s way of providing for a regulatory review to assess the safety and usefulness of Class III medical devices. These items refer to those products that promote or maintain life, are of considerable value in avoiding the diminution of a person’s health, or which demonstrate a possible threat of illness or injury. The agency also inspects and approves changes in medical tools, “including software as a medical device, depending on the significance or risk posed to patients of that modification.” Artificial intelligence in medicine is defined by the FDA as “the science and engineering of making intelligent machines.”

“This AI software can, for example, help health care providers diagnose diseases, monitor patients’ health, or assist with rote functions such as
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scheduling patients.” 164 The agency’s standard prototype of a medical device regulation was not intended for all artificial intelligence and machine learning technologies.165 Based upon the FDA’s existing protocol for software alterations, the agency expects that numerous artificial intelligence and machine learning software device modifications may require premarket approval.166

[38] The regulatory environment for AI technology is complicated. The FDA oversees some AI-designed products employed in medicine, and the regulatory agency has a vital role in ensuring the safety and usefulness of those commodities within its ambit.167 To this end, the FDA is tasked with confirming the safety of various AI-based medical items.168 This means that it examines software based on its intended use and the degree of error-associated risk to patients.169 The FDA will treat AI software as a medical device if its aim is to “treat, diagnose, cure, mitigate, or prevent disease or other conditions.”170 An applied example is a computer program that helps
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170 PEW CHARITABLE TRUSTS, supra note 164.
a medical provider discover and diagnose a stroke by examining MRI films.\textsuperscript{171}

[39] A medical device driven by AI software must undergo an FDA analysis founded upon its risk classification.\textsuperscript{172} These devices can be broken down into three categories. A Class I device possesses very little risk to the user, such as a scanning thermometer that detects and displays a person’s body temperature. These items are exempt from the FDA approval process.\textsuperscript{173} The risk presented by a Class II device demonstrates a “moderate to high risk [to patients if it is inaccurate].”\textsuperscript{174} This classification encompasses items such as syringes, contact lenses, and pregnancy test kits.\textsuperscript{175} The majority of Class II devices are subject to a premarket 510(k) review, which requires the manufacturer to show that its technology is substantially the same as a product already being used for “the same intended use and technological characteristics.”\textsuperscript{176} Class III is reserved for those devices that present the highest risk to a patient if the device were to be inaccurate. These consist of “products that are life-supporting, life-sustaining, or substantially important in preventing impairment of human health.”\textsuperscript{177} An example of a Class III device is a breast implant or artificial

\begin{footnotes}
\item[171] Id.
\item[172] Id.
\item[173] Id.
\item[174] Id.
\item[175] How To Classify Your Medical Device For FDA Approval, ARENA, https://www.arenasolutions.com/resources/articles/how-to-classify-your-medical-device-for-fda-approval/ [https://perma.cc/UY3V-9N4W].
\item[176] PEW CHARITABLE TRUSTS, supra note 164.
\item[177] Id.
\end{footnotes}
These technologies must apply for premarket approval and provide results from clinical studies. These technologies must apply for premarket approval and provide results from clinical studies. A database search reveals that over 220 AI medical devices have gained FDA approval. According to one study, a little more than half of those AI technologies were approved for radiology use, followed by 13% for general hospital utilization, 10% pertained to cardiovascular applications, 8% were neurological devices, 5% pertained to ophthalmic units, and 4% were pathological devices. Other medical specialty applications involve gastroenterology, urology, clinical chemistry, anesthesiology, microbiology, obstetrics, gynecology, dental, and hematology. The FDA recently enhanced its efforts to supervise the administration of AI medical software. In January 2021, the agency announced its Artificial Intelligence/Machine Learning-Based...
Software as a Medical Device Action Plan, a scheme that describes the FDA’s future regulatory oversight. The plan provides an all-encompassing approach based on total product lifecycle management, seeking to improve capabilities benchmarks, in turn improving patient care by ensuring proper software functionality. This undertaking fosters the progress of sound machine learning practices to appraise and enhance learning algorithms; to promote a patient-centered method, “including device transparency to users; [d]eveloping methods to evaluate and improve machine learning algorithms; and [a]dvancing real-world performance monitoring pilots.”

It is too early to determine the effectiveness of this new action plan on the development and use of AI technologies in medicine. There are too many questions about what this new scheme will involve, the number of AI entities that will be covered, and the FDA’s power to police businesses in addition to devices.

[42] The bottom line is that there are numerous unanswered questions about how this government agency will handle AI health technologies. The solution to these issues may have a significant impact on liability for the use of artificial intelligence. As a caveat, if an AI device ends up being classified as a medical device, this designation may prevent a product
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liability claim on the state level. Conversely, if the AI technology is considered a medical device controlled by different means “such as Section 501(k) clearance, then no preemption will apply but the regulatory classification will suggest that product liability is the appropriate tort theory if the system causes injury.” However, a FDA finding that the AI technology is not a medical device, excepting it from FDA regulation, could suggest that medical malpractice is the proper course of action.

VI. LEGAL ISSUES RAISED BY ARTIFICIAL INTELLIGENCE IN MEDICINE

The luster of AI in medicine becomes somewhat diminished when one considers the legal implications involving the technology when something goes wrong. The employment of AI in medicine will generate tort consequences because of the inability to forecast all liability scenarios. For instance, if a health care provider uses AI to formulate a medical impression of a patient and that conclusion is ultimately incorrect, it is uncertain who should be liable and to what extent. As with most advancements, the law lags behind in addressing the issues presented by this developing technology. Little guidance exists on how the tort system will respond to these quickly changing medical systems and the duty of

\[43\]  The luster of AI in medicine becomes somewhat diminished when one considers the legal implications involving the technology when something goes wrong. The employment of AI in medicine will generate tort consequences because of the inability to forecast all liability scenarios. For instance, if a health care provider uses AI to formulate a medical impression of a patient and that conclusion is ultimately incorrect, it is uncertain who should be liable and to what extent. As with most advancements, the law lags behind in addressing the issues presented by this developing technology. Little guidance exists on how the tort system will respond to these quickly changing medical systems and the duty of
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Complicating matters, the technology and its usages are not yet fully understood. These advancements mean that health care providers will be unable to depend upon accepted medical practice, but will be required to repeatedly research and follow the most recent developments to ascertain the best practices and safest treatment plan.

[44] Our tort system is based upon concepts of agency, control, and foreseeability. After all, an entity able to foresee the result should be answerable to pay an aggrieved party the appropriate amount to compensate for that injury. A diagnosis founded upon AI technology offers an array of issues that are difficult to remedy through present concepts of responsibility. For instance, how do you assign liability involving a “black box” diagnosis? Many entities end up being involved in the decision-making process from the manufacturer of the system to the doctor who relied upon the information produced by the AI technology. This allocation of responsibility among the stakeholders when no one entity is
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solely responsible for the diagnosis muddles judicial resolution. It is also hard to determine breaches of the duty of care given untested AI software. For instance, a black box will provide a diagnosis, but it does not explain how it arrived at that impression. Existing tort law can be employed to resolve some of these issues, but not to the level of certainty desired by the judiciary, which seeks clearly established measures for assessing liability and apportioning responsibility.

[45] The primary reason for apprehension in assigning responsibility for medical errors arises when no one can “‘see’ the reasoning made by the artificial intelligence technology.” This inability raises concerns about whether standard products liability principles should be used, finding that the technology manufacturer is responsible, or if the physician managing the patient through AI technology should be liable. The question of liability is further blurred because AI is associated with the health care provider as an aspect of patient care. From this perspective, it is just an instrument to help the doctor render care to the patient. One must also keep in mind that the pace of AI deployment in medicine is accelerating.
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very quickly, such that “what might be malpractice if relied on today may be negligent to not use tomorrow.”

[46] An important case involving the evolving standard of care in medical malpractice is *Burton v. Brooklyn Doctors Hospital*. In that case, the court determined that the traditional standard of care for providing oxygen to premature infants was no longer consistent with new evidence about the treatment plan. The plaintiff demonstrated that prolonged liberal exposure to concentrated oxygen causes blindness in infants. As the court noted, “the conventional medical wisdom at the time believed that increased oxygen was essential to the survival of premature babies.” However, “the [defendants] cannot avail themselves of the shield of acceptable medical practice when a number of studies, including their own, had already indicated that increased oxygen was both unnecessary and dangerous.” So, because of the constantly changing advancements involving AI technology in medicine, physicians can no longer depend upon accepted medical practice, but instead must be vigilant in tracking current changes to ascertain the preeminent and soundest treatment option.
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A. Products Liability

[47] Artificial intelligence is a game-changing development that can dramatically affect the practice of medicine, but it also has risks. AI-based systems are not perfect and will occasionally provide incorrect information.\(^{216}\) While some of these mistakes may be harmless, others could injure a patient. What is the liability if an AI algorithm makes an incorrect diagnosis that causes an injury? How should the fault be apportioned? These questions require an analysis of the laws of products liability and artificial intelligence.\(^{217}\)

[48] Injuries sustained because of defective or unreasonably dangerous products are commonplace.\(^{218}\) The law of products liability involves the responsibility of a manufacturer, distributor, or seller of a defective product. In other words, liability attaches to all those in the chain of distribution.\(^{219}\) This means that a product must meet the ordinary expectations of the consumer.\(^{220}\) This requirement is breached when the item has an unforeseen flaw or danger.\(^{221}\) However, no products liability law exists on the federal
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level. Instead, it is a creature of state law, and theories of liability sound in negligence, strict liability, or breach of warranty.\textsuperscript{222} Regardless of the theory, a claimant must prove the item that caused the injury was defective at the time it left the hands of the seller, and that the defect caused the injury.\textsuperscript{223}

1. Theories of Liability in Products Cases

Medical device suppliers and manufacturers are an obvious target for injured claimants.\textsuperscript{224} The characteristic claim is that of a patient who is injured by a defect in a medical device.\textsuperscript{225} Several theories of products liability arise: design defect, manufacturing defect, and marketing defect.\textsuperscript{226} A manufacturing defect can surface when the product fails to adhere to the manufacturer’s specifications and causes harm.\textsuperscript{227} Design defects occur when a product is in a “defective condition unreasonably dangerous to the user or consumer”\textsuperscript{228} or “foreseeable risks of harm posed by the product
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\textsuperscript{227} Chung & Zink, supra note 154, at 68.

\textsuperscript{228} RESTATEMENT (SECOND) OF TORTS § 402A (AM. L. INST. 1965).
could have been reduced or avoided by the adoption of a reasonable alternative design by the seller or other distributor." A failure to warn theory may surface when the seller fails to give proper warnings to the consumer of the risks intrinsic in the product or to issue instructions for safe use of the technology. For instance, suppose an AI-enabled system is employed to detect abnormalities on MRI films automatically and is advertised to physicians as a way to improve their productivity in analyzing MRI images. This system has no problem interpreting high-resolution images. However, the system is unable to adequately interpret films of lesser quality. If the system’s seller does not disclose this limitation to the user, an improper diagnosis may be generated, leading to a products liability claim for both negligence and failure to warn.

The manufacturers of medical-focused AI technologies and machine learning algorithms may be sued under a products liability theory “if an error involving the technology occurs.” Counsel may assert responsibility premised upon the concept that AI caused the injury, and the harm is implicit evidence of a flaw within that technology. After all, AI should have limitations placed on its ability to cause harm, and the manufacturer is best able to undertake the financial responsibility resulting from such
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injury.\textsuperscript{236} As noted in \textit{O’Neil v. Crane Co.}, “[A] manufacturer is liable in strict liability for the dangerous components of its products, and for dangerous products with which its product will necessarily be used.”\textsuperscript{237} This risk-shifting responsibility was created to guarantee that the manufacturer that placed the technology into the market assumes the expense of the injuries caused by its defective product instead of leaving the cost to the injured claimant who cannot protect himself.\textsuperscript{238}

\textbf{[51]} As previously noted, applying products liability law to AI in a medical setting is a complex task. A creator of AI technology cannot always predict how the device will perform once it is employed in the field.\textsuperscript{239} Therefore, one might argue that it is unjust to assign responsibility to an entity whose efforts were detached from the actual use of the technology.\textsuperscript{240} In this regard, the courts are not eager to expand products liability to cover software designers, and they are even more recalcitrant in the framework of health care software.\textsuperscript{241} Nevertheless, some scholars assert that products liability law should apply to software-related injuries.\textsuperscript{242} In this thought process, the sellers of software would bear liability for all damages caused
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by the product’s failure, despite the use of reasonable care when the product was crafted.  

[52] An unanswered question is whether health care facilities using the software should also be strictly liable. In an AI setting, a products liability claim would most likely be premised upon a design defect, as opposed to a manufacturing or warning defects theory. Software is reproduced more effortlessly than tangible goods, making it improbable that the software a buyer obtains would contain features different from the master copy. Therefore, manufacturing deficiency assertions are misplaced. Likewise, issues stemming from the software itself are doubtful to be of the type for which a warning would have permitted the consumer to avoid potential injury. Instead, the calculable harm from the use of the software is usually associated with design defects, such as programming mistakes or inaccuracies that pertain to how the software is generated in the first place and how it operates.

2. Defenses

[53] There are various defenses a manufacturer or seller of AI medical technology can assert to a products liability claim, such as that the item was not defective when sold or the physician misused it. One such defense is
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that the algorithm was not faulty, but rather if a defect existed in the product, it was introduced after the device or software was released to the buyer.\textsuperscript{249}

After all, algorithms are not unchanging items—they evolve.\textsuperscript{250} The software is created to accommodate additional data after its issuance to enhance its functionality.\textsuperscript{251} For instance, a physician might use patient or hospital records to supplement the software’s database. Therefore, the seller would not know the specifics of these additional records or how the algorithm developed following its use by the health care facility.\textsuperscript{252} Blame may also be cast against the user. For instance, an automobile operator who causes an accident by speeding cannot blame the seller for the incident. Likewise, the user of an AI system who employs it improperly should assume liability for the subsequent harm.\textsuperscript{253}

[54] There is also the issue of whether software can be the focus of a products liability claim. One may argue that software is more comparable to a service instead of a tangible item. This makes it dissimilar to the broad classification of material goods which may generate products liability claims.\textsuperscript{254} Instead, they resemble a category that courts have classically found to not be products under a strict liability theory.\textsuperscript{255} Alternatively, the
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Software is an integral part of tangible goods or sufficiently like a tangible item. In that case, the law of products liability is applicable.\textsuperscript{256} Courts differ when interpreting these positions, resulting in unsettled precedent.\textsuperscript{257}

\[55\] Even if the claimant sued the designer or manufacturer of the AI technology claiming that it qualified as a medical device, the learned intermediary doctrine would be asserted.\textsuperscript{258} Under this defense, the physician serves as a “learned intermediary” between the manufacturer and the ultimate user.\textsuperscript{259} The seller fulfills its duty to warn by giving adequate notice to the physician.\textsuperscript{260} In other words, the doctor must assess the risks and advantages of a device for a specific patient.\textsuperscript{261} Courts recognize the doctrine as reasonable because it is impracticable for a manufacturer to warn each patient.\textsuperscript{262} Enforcing an obligation on sellers to directly caution patients would intrude on the doctor-patient relationship.\textsuperscript{263} Medical software is considered “technology that helps healthcare providers make decisions by providing them with information or analysis.”\textsuperscript{264}
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learned intermediary doctrine places medical assessments squarely within the province of health care providers using the product.\footnote{Taylor v. Intuitive Surgical, Inc., provides an interesting limitation to the learned intermediary doctrine. This matter involved a robotic device that the FDA approved for use in laparoscopic surgeries. The hospital at issue purchased the device for use by its surgeons in performing prostatectomies. The defendant provided a user’s manual to any physician using the robot, which noted the device should not be used to perform prostate removal surgery on obese patients or those who had previously undergone an operation involving the lower abdomen.}

\footnote{Id.}

\footnote{Taylor v. Intuitive Surgical, Inc., 389 P.3d 517, 517 (Wash. 2017).}

Despite these warnings, a surgeon performed a prostatectomy on the plaintiff, who was severely overweight and had a history of prior lower abdominal operations.\footnote{Id. at 520.} During the surgery, the plaintiff experienced complications that contributed to his death four years later.\footnote{Id. at 520.} Suit was filed by the estate against the manufacturer, hospital, and surgical practice.\footnote{Id. at 520–21.} However, after all other defendants settled their portions of the claim, the suit continued against the only remaining defendant: the manufacturer of

\footnote{Id. at 521.}

\footnote{Taylor, 389 P.3d at 521 (“Roughly four years after the surgery, Taylor passed away.”).}

\footnote{Id.}
the device. The court granted summary judgment in favor of the manufacturer on each of the plaintiff’s claims, except for a claim brought pursuant to the Washington product liability act for failure to warn. The jury returned a verdict in favor of the defendant, finding that the manufacturer was “not negligent in providing warnings or instructions” to the doctor who performed the robotic prostatectomy on the plaintiff.

[58] The Washington Supreme Court reversed this decision and found that the manufacturer had a duty to warn the hospital of the product’s dangers when it purchased the unit. That duty was not fulfilled by warning the physicians who use the device. Under the traditional learned intermediary doctrine, the court explained, manufacturers of medical products can fulfill their duty to inform patients of the risks of their products by issuing the appropriate warnings to the physicians who use the device. Thus, the creator’s duty to warn a patient is transferred to the physician, who is better suited to warn the patient based upon her knowledge of both the product and patient. However, the court held that the manufacturer also has a separate and independent duty to warn the purchaser of the product’s risks. “While a physician is the gatekeeper between the

273 Id.
274 Id.
275 Id. at 521–22.
276 Taylor, 389 P.3d at 522, 530.
277 Id. at 522.
278 Id. at 524.
279 See id. at 524–25 (quoting Terhune v. A.H. Robins Co., 577 P.2d 975, 978 (Wash. 1978)).
280 Id. at 524.
manufacturer and the unwarned patient, a physician is not a gatekeeper between the manufacturer and the unwarned "hospital." Therefore, hospitals have a separate obligation to make sure a device is safe to use. Doctors do not serve as intermediaries to caution the hospital of the risk of the device, so nothing about the learned intermediary doctrine is applicable when a manufacturer fails to warn a hospital of its product’s risks.

[59] Another defense asserted by manufacturers or sellers is that the software is not within the ambit of a products liability claim. By definition, products liability claims are only appropriate where the item is a "product" and not a service. Whether the software is a product is a disputed question. Most courts have determined that software is not a "product" under the law of strict liability. The Restatement (Third) Torts defines the term as “tangible personal property distributed commercially for
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use or consumption.” The Uniform Computer Information Transactions Act also notes that software is not a product.

A different barrier to the applicability of products liability law is the commonly shared perception that it is almost impossible to ensure that software is error-free. Strict liability was initially considered as liability without fault. However, in application, it has assimilated many of the principles of negligence. Therefore, even when confronted with a product’s defect, courts are reluctant to find responsibility where the product could not be made flawlessly.

An important case in which the court considered whether software is a product is Rodgers v. Christie. In this case, the Third Circuit Court of Appeals determined that an algorithm is not a product for purposes of products liability. This case adds another possible option for a party when defending itself against a claim involving defective AI technology. The matter involved a man murdered by an individual who had been granted pretrial release by a New Jersey state court days before the homicide.
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strict liability claim was advanced against the entity in charge of the Public Safety Assessment (PSA), a multifactor risk evaluation model that was part of the state's pretrial release program. The trial court dismissed the lawsuit, determining that the PSA was not a “product” under New Jersey’s law. This ruling was upheld on appeal. The court found that the multifactor risk assessment model did not fit within the definition of a product for two reasons. First, the system was not disseminated commercially. Instead, it was created to be employed by pretrial services programs. More importantly, the PSA was neither “tangible personal property” nor tenuously “analogous to” it. Instead, it is an “algorithm” or “formula” that assesses various elements to predict a defendant's risk of fleeing or jeopardizing the community. As the lower court documented, “information, guidance, ideas, and recommendations” do not fall within the definition of a product under the Third Restatement. The court justified this ruling as a definitional issue, and remained cautious not to implicate First Amendment concerns by widening strict liability to the spreading of ideas.
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B. Medical Malpractice and Artificial Intelligence

[62] Medical malpractice is “any act or omission by a physician during treatment of a patient that deviates from accepted norms of practice in the medical community and causes an injury to the patient.” 306 This cause of action is a subcategory of tort law that applies to professional negligence. 307 Negligence is a legal term of art that describes any action that falls below the standard of a “reasonable person” in the same circumstances. 308 A reasonable person is a fiction crafted so that the legal system can have a standard of conduct by which to determine what an individual in a like position would do, or not do, to safeguard others from a foreseeable risk of harm. 309 In the medical malpractice context, this standard means that the injured patient must show that the health care provider acted negligently in providing care and that such negligence caused an injury. 310 Four elements must be proven to show negligence: (1) a professional duty owed to the patient; (2) breach of such duty; (3) the injury was the proximate cause of the harm; and (4) damages arose from that conduct. 311 Monetary compensation will consist of economic and noneconomic losses, such as pain and suffering. 312
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An important issue that arises when tort law is applied to AI is the issue of who controls the application and how the technology is created. These considerations may affect liability throughout a wide range of different entities and impact the success and appropriate operation of implemented AI systems. However, in the framework of “black-box AI,” the advice or impression given by the AI system may not have been foreseeable by the user or manufacturer. Given this lack of foreseeability, it is unclear whether the user or manufacturer can be liable for the advice or impression.

Applying tort law to AI is also tricky because “[c]ourts have traditionally deemed it impossible for machines to have legal liability as they are not persons.” Possible defendants in a medical malpractice context include the hospital, physician, AI developer, and manufacturer. However, assigning responsibility among these entities may be difficult. Perhaps AI should only be viewed as a device to make the physician more...
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proficient. That way, doctors retain the primary duty of ensuring that their patients are properly treated and managed. Doctors should not be released from this liability by using artificial intelligence to help with their tasks.

[65] According to a study of potential jurors, health care providers remain liable for medical malpractice, but those who follow the advice presented by AI may be found less liable than one might assume. Research revealed that those surveyed used two different components to judge a doctor’s use of medical AI systems: (1) whether the care rendered was standard, and (2) whether the doctor followed the recommendations made by AI. Those surveyed viewed physicians who accepted a standard AI suggestion more positively than those who disregarded it. However, if a doctor received non-standard AI advice, the health care professional was not judged “safer from liability by rejecting it.”

[66] A fundamental challenge involving AI is establishing liability when an error and injury happens from a malpractice viewpoint. For instance,
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what occurs when the AI software recommends one course of action, but the doctor considers another avenue more beneficial based upon personal experience? What is the outcome when the software suggests a course of treatment which the physician follows, but the treatment plan is wrong, and the patient is harmed? These are complex issues because it is often problematic to ascertain how the AI made its decision.

[67] The standard of care for most doctors is that of a reasonably competent physician. In other words, the doctor must use a reasonable degree of care and skill. In matters where a physician should have used new technology—such as artificial intelligence—complicated issues arise, including whether the use of the new technology or the failure to use it qualifies as negligence. Use of a novel system may also generate claims that the physician who used the technology was not yet sufficiently familiar with its nuances, leading to misuse. The courts understand that technology changes and the general standard of care for professions and trades may also change.
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Another consideration pertinent to ascertaining reasonable care is the special knowledge or skills a defendant possesses.333 As noted in the Restatement (Second) of Torts:

The standard of the reasonable man requires only a minimum of attention, perception, memory, knowledge, intelligence, and judgement in order to recognize the existence of the risk. If the actor has in fact more than the minimum of these qualities, he is required to exercise the superior qualities that he has in a manner reasonable under the circumstances. The standard becomes, in other words, that of a reasonable man with such superior attributes.334

This duty of care requires those with special training and experience to be held to a standard of conduct corresponding to those qualities.335 It is this concept of unique learning and skill which gives life to the law of professional negligence.336

AI may change the applicable standard of care concerning a treating physician. AI-based systems can access and possess a vast amount of medical information, including evidence-based practice guidelines.337 Physicians who use AI software may be held to a higher standard of care than those who do not because of the availability of additional data.338 These
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software systems could cause the courts to rely more heavily on national standards, evidence-based treatment standards, and advanced medicine to impose an elevated standard of care.\footnote{Id.} Courts are also unwilling to dismiss a malpractice claim because of a manufacturer or system technician’s error.\footnote{Schweikart, supra note 208, at 12–14.}

[70] On the other hand, a health care provider who, in good faith, relies on an artificial intelligence system to formulate a treatment recommendation may still face responsibility if the measures the doctor used fell below the standard of care.\footnote{Id.} Physicians have an independent duty to utilize the proper standard of care, irrespective of the AI algorithm output.\footnote{Maliha et al., supra note 50.} For example, courts have permitted malpractice claims to proceed against physicians who provided literature containing errors to patients\footnote{See Smith v. Linn, 563 A.2d 123 (Pa. Super. Ct. 1989) (“[N]o appellate court in any jurisdiction has held a book to be a product for purposes of section 402A; in fact, two courts have expressly refused to hold that a publication is a product.”).} or when a doctor acted in reliance on an intake form that failed to contain a complete history of illness.\footnote{Maliha et al., supra note 50.} Most courts have also been reluctant to use medical guidelines as unambiguous evidence of the duty of care and have demanded a more customized determination in such matters.\footnote{Id.} This duty of care issue has caused one physician to exclaim that existing malpractice
law “incentivizes physicians to minimize the potential value of AI.”346 He went on to note that the best method for doctors to use AI systems to avoid litigation is as a “confirmatory tool to support existing decision-making processes, rather than as a source of ways to improve care.”347

C. Direct Liability

[71] Hospitals can be found responsible through direct negligence.348 It is foreseeable that institutions providing medical care may be exposed to greater liability because of AI-enabled systems.349 Most physicians working in a hospital, regardless of their status, will not have the financial resources to purchase these systems.350 Instead, the medical facility will purchase, install, teach, and operate the AI system that the physician utilizes, thereby exposing the hospital to liability when something goes wrong.351 For example, a medical facility will be responsible for its negligence in not correctly caring for or servicing an AI device.352 In Payas v. Adventist Health System/Sunbelt, Inc., the court found that a hospital may be liable
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for its “failure to properly maintain and operate the surgical robot and to properly train its staff on the proper use of the surgical robot.”

[72] An issue that the courts have not yet addressed is whether the facility must independently assess the quality of the artificial intelligence processes and machine learning algorithms before doctors use them in treating their patients. Some legal scholars have opined that liability may attach for not sufficiently vetting machine learning of AI before its clinical implementation. This result would not be surprising because hospitals already owe a duty to provide safe equipment and facilities. Likewise, a hospital will have liability in allowing an improperly trained physician to use an AI system. As the court noted in Aldoroty v. HCA Health Services of Kansas, Inc., “under the corporate negligence theory, a hospital has an independent duty to its patients to ensure their health by not entrusting the work of health care to an independent contractor/physician who is not competent and careful.”

D. Vicarious Liability

[73] A medical facility may also be held "vicariously" liable for the negligent conduct of an employee or affiliate. Vicarious
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liability means an entity is responsible for the negligence of another.\textsuperscript{360} When a hospital’s employee commits malpractice and harms a patient, the hospital may be held responsible under the doctrine of "respondeat superior."\textsuperscript{361} Under this theory, an employer may be held liable for the negligent acts of its employee, as long as the worker was acting within the scope of the employment when the negligent act was committed.\textsuperscript{362} This form of liability is important because it helps guarantee there will be a financially responsible entity to compensate an injured claimant.\textsuperscript{363}

[74] Courts have liberally applied vicarious liability to find an employer liable even when the worker is not a direct employee.\textsuperscript{364} For example, one court applied the concepts of apparent or ostensible authority to find liability against a hospital even when the physician was an independent contractor.\textsuperscript{365} Apparent authority occurs as the result of a principal representing, through expression or action, to a third party that another is her agent.\textsuperscript{366} This display may be made directly to the third person or to the
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community by signs or advertising. However, apparent authority can only be established to the extent that it is reasonable for the third party to think the agent is empowered to act. As the court stated, ostensible agency is premised upon Section 429 of the Restatement (Second) of Torts, which notes:

One who employs an independent contractor to perform services for another which are accepted in the reasonable belief that the services are being rendered by the employer or by his servants, is subject to liability for physical harm caused by the negligence of the contractor in supplying such services, to the same extent as though the employer were supplying them himself or by his servants.

[75] For example, suppose a hospital hires outside contractors to staff its emergency room and a patient is brought to the emergency room in critical condition. The physician utilizes an AI program to make a diagnosis but enters incorrect data, causing the patient to suffer an adverse consequence. Despite the physician’s status as an independent contractor, the hospital may be liable for the physician’s actions. Where a medical facility holds itself out as offering a service, it has a contract with a physician to provide that service, and the patient uses the facility without regard to the identity of a specific doctor—depending upon the hospital to deliver the appropriate
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treatment—the law of respondeat superior is applicable. Therefore, the hospital is vicariously responsible for harm resulting from the negligence of that physician.

[76] Separately, respondeat superior requires determining whether an AI system or algorithm itself can be an agent or employee of the medical facility to impute responsibility to the principal. This is a difficult question to answer because respondeat superior is premised upon an agency theory that the hospital has some control or power over the agent. The problem is that AI usually functions autonomously. If a judicial determination is made that AI is completely autonomous, then finding a medical facility vicariously liable for the harm resulting from the employment of AI will be difficult because the autonomous artificial intelligence or algorithm is functionally independent of the principal’s control.

E. Informed Consent

[77] Several questions arise involving informed consent and artificial intelligence. First, does the informed consent law require physicians to inform their patients that AI or machine learning will be employed to assist in treatment decisions? Second, assuming that such disclosure is necessary,
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how much specificity must the doctor provide about the recommendations made by the technology and the system itself? Informed consent is based upon the belief that the patient's right of self-decision is premised upon the duty to reveal. That right can be adequately exercised only if the patient acquires enough information to make an intelligent choice. Therefore, the test for ascertaining whether a specific danger must be disclosed is the danger’s materiality to the patient's choice: all risks that could potentially influence the patient’s decision must be disclosed. To protect the patient’s interest in making her own treatment decision, the law must establish the benchmark for proper disclosure. These considerations inspired the American Medical Association to recognize informed consent as “a basic social policy” necessary to permit patients to make their own decisions even if the doctor disagrees with that process.

[78] The test for determining whether there is a need to disclose that AI was used in forming a diagnosis is “what a reasonable patient would find material.” However, there is no clear answer to this determination. One
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possibility is to treat AI or the algorithm as another “member of the care team.” In that case, the physician may be required to provide the patient with information about the technology’s expertise. This disclosure could include a discussion about whether the FDA or another regulator reviewed the algorithm or AI about false positives and negatives. Physicians could even be mandated to describe how they use a given AI-based system and how much they do or do not comprehend the system’s results given limited understanding of how it reaches those results. Because of uncertainty on disclosure, physicians may wish to err on the side of caution by discussing the use of AI in the decision making process and by obtaining the patient’s consent to use AI. After all, the patient should retain the power to accept or reject a treatment plan suggested in whole or in part by an algorithm or AI system. This would provide the patient with the option of seeking a second opinion or a different physician.

[79] Courts may analogize an AI system to a consulting physician. In that event, a patient would have to be informed that the doctor is using artificial intelligence to render an opinion. While the physician bears the responsibility of directing the medical care, informed consent may mandate that a patient be fully informed of the conclusions reached by the AI, including the choices the doctor did not select to pursue. This discussion
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could result in additional disagreements between the patient and physician over the best treatment plan.\footnote{Id. at 1064.}

\section*{F. Breach of Warranty}

[80] An aggrieved party may argue that artificial intelligence gives rise to a breach of warranty. These types of claims are usually regulated by statute and consist of an express warranty, the implied warranty of merchantability, and the implied warranty of fitness for a particular purpose.\footnote{Joe Fornadel & Wes Moran, Predicting Liability Risks Based on the Existing Regulatory and Legal Framework, FOR DEF., Sept. 2020, at 48, 51.} If the plaintiff can overcome the initial hurdle of proving that the technology is a product and not a service, the claimant must then demonstrate that (1) the product was purchased from the defendant; (2) the seller provided an express warranty, or one was implied by operation of law; (3) the seller breached the warranty because the item did not perform as warranted; and (4) the plaintiff was injured.\footnote{Id. at 52.} It is unlikely for a patient to succeed on a breach of warranty in a medical device setting because it is typically the medical provider, and not the patient, that purchased the system. However, as AI systems become more commonplace in society, these devices may be marketed openly to consumers and utilized in at-home settings.\footnote{Id.} This idea is not farfetched. Currently, examples of home medical devices include glucose meters, ventilators, infusion pumps, sleep
apnea machines, and home dialysis equipment.  

[81] Robotic surgery provides an example of the creation of a warranty. Hospitals usually consider robotic surgeries superior to traditional operations and advertise the availability of robotic surgery to patients at their institutions.  

This “perceived superiority” causes patients to select robotic surgeries over traditional procedures.  

Indeed, patients tend to believe that robotic surgery is safer and results in fewer complications.  

A warranty may arise by an affirmation of fact or a promise made by a seller which relates to the product.  

The language forming a warranty does not need to contain special phrases or formal terms such as ‘guarantee’ or ‘warranty.’ In fact, an advertisement may create an express warranty in certain situations.  

The hospital’s promotion of an AI system as a superior product may create a cause of action for breach of warranty. For instance, in Darringer v. Intuitive Surgical, Inc., the plaintiff suffered complications after undergoing surgery using a Da Vinci system as a superior product may create a cause of action for breach of warranty.  
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The manufacturer of the system promoted the device to hospitals and more generally on websites, asserting that it was safe and better than other surgical approaches. The plaintiff was to have a laparoscopic procedure to repair a kidney. The surgeon gave him information and materials promoting the employment of the Da Vinci Robot prepared by the unit’s manufacturer. The patient’s doctor informed him that by selecting the Da Vinci Robot, he would heal faster, have an improved outcome, and endure less pain. A lawsuit was filed because of complications stemming from the surgery, and it was asserted that the manufacturer’s advertising and promotional information “did not accurately reflect the serious and potentially fatal side effects” of the artificial intelligence.

VII. CONCLUSION

[82] AI has been labeled the “fourth industrial revolution” with transformative worldwide implications. Stripped of its scientific-fictional façade, AI is merely a subdivision of computer science that tries to comprehend and create intelligent entities, generally represented as
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software programs.\textsuperscript{409} The technology has undoubtedly fostered significant advancements in medicine.\textsuperscript{410} Healthcare providers will not be digitally displaced, but AI will gradually replace the day-to-day weariness, lethargy, and delay of reviewing patient charts.\textsuperscript{411} It will also allow physicians to concentrate on the complicated, challenging matters, rather than dull administrative tasks.\textsuperscript{412}

[83] The use of AI in medicine will inexorably generate risk since evidently not all results are foreseeable.\textsuperscript{413} At present, there is little precedent on how the tort system will react to these quickly changing medical technologies and standards of care.\textsuperscript{414} The situation is further exacerbated because the technology and usages are still developing.\textsuperscript{415} These advancements mean that health care providers will be unable to depend on “accepted medical practice,” but will be required to repeatedly research and follow the most recent developments to ascertain the best practices and safest treatment plan.\textsuperscript{416} A diagnosis based on AI may lead to a host of complications that will prove challenging to address through present concepts of responsibility.\textsuperscript{417}
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Issues of liability likewise obscure malpractice standards. It is possible to classify liability based on three categories in which the law interacts with AI and machine learning. The first is AI as a medical device. This approach would subject AI-based technologies to the same sorts of products liability claims to which other medical devices are exposed. The second is AI as information. In this classification, the courts would view AI-based technologies purely as information. Liability would rest entirely with the physician who chooses to rely or not rely on the technology. For example, if a doctor proceeds based on incorrect information from a book, the patient cannot successfully sue the author of the text. Similarly, if a physician acts on incorrect information provided by AI, the patient should not be able to sue the programmer. Finally, AI may be viewed as an artificial person. Here, AI-based technologies would be employees or independent contractors of the owning physician or medical facility, and their masters could be vicariously liable for their torts.

Nevertheless, judicial resolution is wanting with so much uncertainty surrounding the liability questions. It is also hard to determine breaches of the duty of care given untested AI software. Current legal principles consider some of these issues, but not to the extent needed for the courts to have clear criteria for assessing liability and apportioning blame. Whether the theories of liability and standards of care will follow traditional theories of responsibility remains to be seen. It will take years before the legal landscape is settled, and even then, jurisdictions will differ in how they apply the law.
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